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PREFACE 

This Memorandum was written as part of RAND's continuing research 

on the nature of the R&D decisionmaking process. The Memorandum examines 

several methods and techniques which have been advanced in the litera­

ture for making quantitative and qualitative evaluation between multiple 

attribute alternatives. It is planned eventually to be incorporated 

as a chapter in a forthcoming book on R&D management. It is published 

at this time to bring this type of information to the attention of in­

terested individuals involved in the making of complex decisions. 

The author is a consultant for the RAND Cost Analysis Department. 
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In all types of decision situations the alternatives among which 

we must choose are characterized by multiple attributes (or properties). 

Jobs may be characterized by prestige, location, salary, and advancement 

opportunities, for example, while weapon systems may be characterized 

by vulnerability, reliability, cost, yield, and other such diversely 

measured attributes. How is a decisionmaker to choose from among com­

plex alternatives? Clearly, decisionmakers do choose--decisions in­

volving very complex alternatives are made all the time. This is not 

to say, though, that these decisions could not be improved. Most deci­

sionmakers in such situations would like a method that would help them 

process the attribute-value information for each alternative. 

Various methods have been proposed to help the decisionmaker with 

multiple-attribute decisionmaking. These range from techniques which 

consider all attributes at once to those which consider just single 

attributes, or proceed sequentially over single attributes. The vari­

ous methods discussed include Dominance, Satisficing, Maximin, Maximax, 

Lexicography, Additive Weighting, Effectiveness Index, Utility Theory, 

Trade-offs, and Non-metric Scaling. The literature on these methods 

is fragmented and often discussed in contexts other than that of 

multiple-attribute decisionmaking. Therefore, in this Memorandum we 

critically review the assumptions underlying each approach and examine 

its information requirements. In addition, each method is described 

both in a general way and using a formal, abstract mathematical repre­

sentation. Two examples, the choice of a weapon system and of a space 

suit, are used to illustrate the discussion. 

Most theoretical discussions of decisionmaking methods assume that 

the exact values of the attributes are known--for example, the exact 

rate of job advancement, or the exact speed of the weapon system. In 

actual cases of decisionmaking, such information is seldom known with 

such precision. In this Memorandum we discuss situations where there 

is uncertainty about attribute values, presenting, in the concluding 

section, a combination of methods which may often be used as a more 

reasonable and valid approach than the choice of any single method. 
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These methods and the discussion presented here are applicable not 

only to the particular examples given but also to other military and 

nonmilitary decisions. 
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I. INTRODUCTION 

Most important decisions in our modern society are made at many 

differing levels within organizations. The prime function of top level 

organizational participants is usually decisionmaking, and the content 

of their decisions pertains directly to the goals of the organizations. 

Even at the lower levels of the organization, however, decisions are 

made that may be quite similar in form, although not in content, to 

higher level decisions. These decisions are not made in isolation of 

each other; the output of one decision often becomes an input to another 

(at both higher and lower levels). We may conclude from this that a 

hierarchy of decisionmaking exists within organizations (Cyert and 

MacCrimmon, 1967). 

A particularly important example of organizational decisionmaking 

is found in the U.S. Government's decisions on military activities. 

On these decisions depend the lives of many people and the future and 

security of nations. In U.S. military affairs both the executive and 

the legislative branch of the government act in a decisionmaking capac­

ity. There are many levels at which decisionmaking occurs. At the top 

level of the executive branch the President in his capacity as Commander 

in-Chief makes broad-scale decisions, often of a goal-setting or policy­

making nature. He also performs the important function of relating 

military objectives to other national objectives. At the next level 

the Secretary of Defense engages in similar decisionmaking activities, 

primarily in the domain of military choices (although he may at times 

relate other objectives to these; see for example, McNamara, 1966). 

Below the Secretarial level the organization becomes more specialized, 

being partitioned into the various branches of the Armed Forces and 

some special cross-service areas. Decisionmaking at this level becomes 

particular to these sub-organizations. Such a chain of decisionmaking 

can be traced down to much lower levels where decisions might be made 

about minor procedural matters only. 
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THE DEC!SION}UX!NG PROCESS 

At each level we can observe a somewhat similar decisionmaking 

process--even though the content of the decisions will differ. Goals 

are being considered, information is being gathered and processed, 

evaluations are b~ing made, and eventually a course of action is chosen. 

Although the process of decisionmaking centers around the element of 

choice, it should include all the activities leading up to the final 

choice, plus a post-choice stage of implementation and control (Dewey, 

1933; Simon, 1957; Festinger, 1964). The representati~n in Fig. 1 

gives a general idea of the process, where the feedback loops indicate 

the adaptive nature of the decisionm8king process. 

In this paper we shall focus primarily on the evaluation and 

choice parts of this process. We assume that in the search activity 

various alternatives have been gQnerated along with information about 

them, and that the decisionmaker's problem is to choose among these al­

ternatives. To make his choice, however, the decisionmaker must refer 

to the goals explicated in the earlier parts of the decision process. 

--------- Pre-choice -------1 ~~-~-- Post-choice-----
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Fig. 1 -- The decisionmaking process 

Decisionmaking and Goals 

Decisionmaking is a response to a decision problem. Often this 

d~cision problem arises because of a discrepancy between the situation 
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at hand and the decisionmaker's goals (Newell and Simon. 1959). By a 

decisionmaker's goals we mean the organizational goals toward Which a 

decisionmaker at a particular level is expected to direct his efforts. 

The goals will, of course, differ from organizational level to level, 

but the existence of a discrepancy between the goals at a particular 

level and the situation at hand is a common phenomenon. At the top 

level the goal may be a desired future military position with respect 

to other nations, While at a lower level it may be the more mundane 

matter of keeping maintenance costs under control. The methods to be dis­

cussed in this paper are applicable to decisionmaking at any level even 

though the examples used will pertain to decisionmaking at a particular 

level, and hence to the goals related to that level. 

Decisionmaking Complexity 

As noted above, we shall focus on the core of the decisionmaking 

process: evaluation and choice. Choices among alternatives are made 

difficult by two factors: (a) uncertainty and (b) constraints upon 

the information-processing capacity. 

Often we do not know what the outcome of choosing any particular 

alternative will be. That is, the outcome and its associated desira­

bility or utility may depend upon events outside the control of the 

decisionmaker. At times the primary events may be controlled by other 

organizations, as for example, in international conflict; at other 

times the events may result from some aspect of nature, as for example, 

the weather. In either case, the decisionmaker faces a situation of 

uncertainty. 

Uncertainty is usually handled by game theory or decision theory. 

If the uncertainty is due to events controlled by other decisionmakers, 

the method has been to formulate game theoretic models (von Neumann 

and Morgenstern, 1947). When the uncertainty is not due to events con­

trolled by a decisionmaker, the method used has been to formulate de­

cision theoretic models (Savage, 1954). 

Uncertainty is to some degree always present in decisionmaking, 

but often a more critical element in a decision situation concerns the 
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processing capacity of the decisionmaker--tbat is, his capacity to deal 

with the complexity of the problem at band. Human beings have a lim­

ited information-processing capacity (Miller, 1956; Simon, 1957), and 

even when supplemented with computers, the capacity of organizational 

* decisionmakers has very definite constraints. Decisionmakers are forced 

to construct simplified representations because they can process only 

a limited amount of information about a situation (Cyert and March, 1963). 

Thus, even for decisions in which a relatively high degree of certainty 

is present, a decisionmaker may be faced with a very difficult situa­

tion. In this paper, we shall focus on models relevant to the constraints 

of the processing capacity of decisionmakers. 

Choosing Among Alternatives with Many Attributes 

A common type of processing-capacity complexity occurs when the 

alternatives are characterized by numerous attributes--attributes rel­

evant to the decision situation at hand. A weapon system, for example, 

may be characterized in terms of performance, cost, availability date, 

and such factors. The attributes of these characteristics may be con­

sidered at various levels of aggregation; for example, performance may 

be broken out into range, delivery time, yield, vulnerability, accuracy, 

etc. The specific attributes to be considered (and their level of ag­

gregation) will depend greatly on the goals or objectives toward which 

the decision is directed. The fact that there are usually multiple 

goals in any decision problem suggests that each of the alternatives 

directed toward the problem may have multiple attributes to be considered. 

At this point we should note that decision problems with multiple 

attributes are quite common, and that many of the methods to be dis­

cussed were originally presented in a nonmilitary context. Some ex­

amples of alternatives with multiple attributes considered elsewhere 

are: computing equipment evaluation (Miller, 1966), job selection 

(Fishburn, l965a), product design (Terry, 1963), wife selection (May, 

1954), and leisure time allocation (Papandreou and others, 1957). 

* Games of "perfect information"--such as chess--are clear examples 
of this type of complexity (von Neumann and Morgenstern, 1947, sec. 15). 
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SCOPE AND ORGANIZATION OF THIS MEMORANDUM 

In multiple-attribute decision situations it is obvious that some 

alternatives are preferable when particular attributes are considered 

(those associated with particular goals), while other alternatives are 

preferable when different attributes are examined. As the number of 

relevant attributes and alternatives rises, the ability of the decision­

maker to handle the problem decreases. The information processing re-

* quirements may rapidly exceed the decisiorunaker's proc.essing capacity. 

How, then, ~ such choices actually made? How should they be 

made? These are the questions that will be at the core of this study. 

We shall deal with decision problems where there are a number of known 

alternatives characterized by attributes common to each, and the prob­

lem is to make a choice among these alternatives (assuming a future en­

vironment that is relatively well specified). We shall examine various 

methods that have been suggested for dealing with the multiple-attribute 

decision problem. Most of these approaches have been developed in the 

course of theoretical studies by various researchers. In general, they 

are proposals specifying how such decisions should be made: that is, 

they are normative. The descriptive aspect of such decisions or how 

they usually are made, will not concern us here; this is a separate 

discussion that has been treated elsewhere by Shepard (1964), Klahr 

(1967), and MacCrimmon (1967) among others. 

In the next section we shall introduce a weapon system-selection 

problem. The problem has, by necessity, been considerably simplified 

to present some common approaches to multiple-attribute choice. We 

hope that the use of a concrete example (rather than an abstract dis­

cussion) will give the reader a clearer understanding of the methods 

considered, so that he will be able to generalize to other decision 

problems. This example is used to demonstrate the similarities and 

differences in the various approaches--a matter that seems particularly 

ambiguous in the current literature. In the process we shall emphasize 

the information requirements of each ~thod. In order to add precision 

* The reader should bear in mind that 11 decisionmaker" refers both 
to individuals and to whole organizations, and that it is quite pos­
sible for a decision problem to exceed the processing capacity of the 
total organization. 



to the verbal discussion, each decision approach concludes with an ab­
stract representation of the method given in symbolic terms. 

Our discussion of the existing approaches to the multiple-attribute 
decision problem suggests possible extensions and variants of the meth­
ods considered, some of which are explored in the concluding section. 
This concluding section is presented in the context of a subsystem ex­
ample drawn from an exploratory or advanced development project; its 
generalization follows directly and should be obvious. Uncertainty is 
introduced into the decisionmaking situation by considering the case 
where the attribute values are not uniquely known but are random 
variables. 
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II. Ml~TIPLE-ATTRIBUTE DECISIONS 

ATTRIBUTES, GOALS, CRITERIA, AND DIMENSIONS 

Choosing among alternatives characterized by multiple attributes 

has been called a multi-goal, multi-criteria, or multidimensional de­

cision problem. Throughout this Memorandum it will be called the 

"multiple-attribute decision problem." Multiple attributes could be 

expected when the decisionmaker has multiple goals, and as a conse­

quence uses multiple criteria. Although the correspondences among these 

various terms should be clear, we prefer the term "multiple-attribute" 

because of its direct reference to the characteristics of the alterna­

tives themselves, the objects among which the decisiorunaker is choos­

ing. The terms "goals" and "criteria" seem to be more general, and 

must be inferred behaviorally from the choices among alternatives (real 

or fictitious). (For a corresponding rationale in decision theory, 

see Savage (1954), sec. 2.6.) We shall use the term "attributes" 

throughout the Memorandum, but other terms with essentially the same 

meaning are "performance parameters," "components," "factors," "char­

acteristics," and 11 properties ." 

Although the term "multidimensional" is commonly used to charac­

terize the types of decision problems considered here, we shall reserve 

the term "dimensionality" for the psychological space in which the prob­

lem is characterized, that is, the spatial representation of this prob­

lem in the decisionmaker's mind, In the initial formulation of a prob­

lem, then, the number of attributes and the number of dimensions will 

be equivalent, but as we shall see, the most common approach to these 

decision problems is to attempt to reduce the dimensionality of the 

problem. This reduction commonly results in alternatives that, while 

described by the original number of attributes, are evaluated in a space 

of smaller dimensionality (Klahr, 1967). Some of the methods we shall 

discuss attempt to reduce the problem to one dimension (usually a numeri­

cal value), while others try to reduce it, if not to one, at least to 

no more than a few of the original number of dimensions. Examples of 

the former are the various weighting procedures (e.g., Churchman and 
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Ackoff, 1954). The new non-metric scaling methods of Shepard (1962) 

are examples of the latter. There are a few methods that retain the 

original dimensionality. All of these methods are discussed in Sec. 

III of this Memorandum. 

A MiLITARY SYSTEM::> EXAMPLE 

The similarities and differences of the various approaches to be 

discussed may stand out more clearly in the context of an example. Al­

though many possible examples could be used, we have chosen one at the 

military systems level, and thus necessarily must make highly aggrega­

tive and simplifying assumptions. 

Suppose for a particular anticipated military requirement, say, 

within the general war mission, we must make a choice among designs for 

• a future weapon system. Let us consider three possible types of sys-

tems--call them X, Y, and z. They could be as diverse as aircraft, 

satellites, and missiles, but perhaps more frequently would be various 

configurations of aircraft, for example. We shall assume that each 

would be expected to have a different force size to fulfill the re­

quirement, say 250, 1000, 500 units respectively; and we shall assume 

that $10 billion is expected to be available to acquire and maintain 

** the chosen system. 

The relevant attributes in this decision problem would be gener­

ated by careful political-military consideration of this particular 

requirement within the overall mission and possibly also future uses 

of the proposed system. Perhaps in this case it might be permissible 

to consider only a single aggregate attribute, for example, "expected tar­

get destruction" (per dollar). It might be more meaningful, however, to 

* See also Hitch (1964), Quade (1964), and Fisher (1966), for dis-
cussions of similar decision problems . .. 

All values are completely fictitious. The purpose of the numer­
ical values is solely to indicate what type of quantitative information 
might be required. 

' i 
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break this up into "probability of reaching the target" and "expected 

destruction if target is reached," and to also include some indication 

of "future possibilities." These attributes, in turn, could be decom­

posed still further with the first involving speed, distance, delivery 

time, vulnerability, accuracy, etc., while the second would involve 

such things as yield, reliability, etc. Future uses might be character­

ized in terms of range, payload flexibility, and so forth. Each of 

these attributes could, of course, be further broken down. 

The decisionrnaker would initially generate a reasonably exhaustive 

list of relevant attributes at each level. The extent of the subdivid­

ing of attributes would depend on the levels necessary to capture the 

essence of the problem and to attain some reasonable prospect of mea­

surability. Not all the attributes generated need be used, since some 

may be redundant while others would not serve to discriminate between 

alternatives. An example of the first would be the redundancy contained 

in the attributes of speed, distance, and delivery time, while an ex­

ample of the second would be the availability date if the same date ap­

plied to all systems. 

Suppose such a logical analysis has taken place and the attributes 

remaining are range, delivery time, total yield, accuracy, vulnerabil-

* ity, and payload delivery flexibility. The characterization of each 

system in terms of these attributes is given in Table 1. Force size 

and cost, although not shown in the table, remain, of course, attri­

butes of the system. 

The form of this table implies that we can characterize each sys­

tem uniquely by each set of attributes. Yet we know that in most de­

cision problems this information, even if available, would be uncertain. 

Such uncertainty would be especially likely in the research and devel­

opment decision domain. At this point in our discussion, however, we 

shall assume that the attribute values are known uniquely, because 

this is the assumption most of the models make. We shall not take up 

* The particular attributes used are for illustrative purposes only. 
If the reader feels other attributes would be more important in such 
a decision problem, he is free to add or substitute them. See also 
Fisher (1966), p. 2. 
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Table 1 

A WEAPON SYSTEM DECISION PROBLEM 

~- ~~ 

Alternative Systems 
~~---

Attributes X y z 

Range (n mi} 10)000 8)000 5) 000 

Delivery time (hr) s.o o.s 1.0 

Total yield (MT) 100 50 80 

Accuracy {high-low) average low high 

Vulnerability average high very low 

{high-low) 

Payload delivery high low average 

flexibility (high-low) 

the extra complication of uncertainty about attribute values until the 

concluding section of this Memorandum. 

We shall also assume that an alternative can be defined in terms 

of the attributes it possesses, with one value associated with each of 

the attributes, While this may seem an indirect way to define anal­

ternative, s little reflection should convince the reader that he can 

describe missile systems in terms of attributes, just as he defines 

alternative jobs in terms of attributes such as salary, organization, 

work functions, reporting level, and other considerations. 

Note that both qualitative and quantitative attribute values are 

represented in Table 1. Range, delivery time, and total yield are na­

turally expressed in numerical terms. Accuracy would also be consid­

ered numerical, in terms of circular error probable (c.e.p.) for single 

units of a system, but when considering the accuracy of the whole sys­

tem it may be difficult to get a meaningful single number. Similarly, 

attributes such as vulnerability and payload delivery flexibility, while 

perhaps capable of numerical expression for a particular system alter­

native, are difficult to express quantitatively for cross-system com­

parisons. 
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Assuming for the moment that we are constrained to the information 

given in Table 1, which system should we choose? The choice, of course, 

will depend greatly on the characteristics of the mission, including 

the expected enemy response to the system. If we want the system with 

the lowest vulnerability we would choose system z. For the system with 

the quickest delivery time we would choose system Y. But if we want 

the system with the greatest range we would choose system X. By thus 

focusing on single attributes only we could justify a choice of any of 

the systems. But remember that we (i.e., the decisionmaker) thought 

that each of the six attributes was relevant to the mission. Our task 

is to make a decision considering all six attributes. Inspection of 

Table 1 shows that part of the information is qualitative, part is quan­

titative, and that some of the numerical values differ by orders of 

magnitude. Most common approaches to decisionmaking would first place 

all attribute-value information on a comparable numerical scale. 

Let us examine the question of quantifying the qualitative attri­

* bute values. The attributes of accuracy, vulnerability, and payload 

delivery flexibility all have non-numerical values. One common quan-

** tification procedure, given information of this kind, is to construct 

a scale associating the qualitative terms with numbers on the scale. 

For example, we might choose a 10-point scale and calibrate it in one 

of a number of possible ways. We could start with the end points, giv­

ing 10 points to the maximum attribute value that is practically rea­

lizable (or alternatively, physically realizable) and 0 points to the 

minimum attribute value that is practically realizable (or physically 

realizable). The midpoint would also be a basis for calibration since 

it would be the breakpoint between values that are favorable (or bet­

ter than average) and values that are unfavorable (or worse than aver-

*** age). The type of scaling used could be of major importance in the 

final outcome, but since our principal interest is not in scaling pro­

cedures but rather in the methods that follow scaling (and also, as we 

* For another approach, see Schelling, 1964. 

** This type of scaling is used both in normative models of this 

kind (Fishburn, 1965; Sigford and Parvin, 1965) and also in descriptive 

psychological studies (Stevens, 1959; Gulliksen and Messick, 1960), 

*** Average is used in the sense of the intermediate anticipated value 

considering the prospective state of the art, for the proposed initial 

operational capability date. 



-12-

shall see, in the methods that do not require scaling), we shall assume 

that one scaling procedure is selected and is used consistently. Thus, 

we can proceed by assigning attribute values more favorable than "aver­

age," a score of more than 5.0 points, while values less favorable would 

be assigned less than 5.0 points. Note that for the attributes of ac­

curacy and payload delivery flexibility values of "high" are more favor­

able but that for the attribute of vulnerability a value of "low" is 

more favorable than "average." 

Taking the attribute of payload delivery flexibility for the mo­

ment, how many points should we assign to the value "high"? Any value 

on the scale between 5.1 and 10.0 will satisfy the above constraints; 

it will be on the scale and greater than the value assigned to "average." 

Commonly, values close to 10.0 will be reserved for extremely fa­

vorable characteristics; thus, for instance, "very high" might be as­

signed the value 9.0. This in turn constrains "high" to the interval 

5.10-8.9. We might assign it the scale value 7.0. On the low end of 

the scale, "very low" might be associated with the value 1.0 and "low" 

with the value 3.0. A similar scale might also be used for the attri­

bute of accuracy. Note, though, that such a scale must be reversed 

for the attribute vulnerability because low values for this attribute 

are more desirable than high values. These scale values are diagrammed 

in Fig. 2. 

It should be obvious that a numerical assignment such as that given 

above is highly arbitrary. Many other scales are possible. Sometimes 

attempts are made to provide some consistency checks (Fishburn, 1965a). 

Such checks are desirable but make the scaling procedure a very in­

volved activity posing many hypothetical questions to the decisionmaker, 

The procedures that derive these numerical values use addition and 

* multiplication operations across attributes; from this, we note sev-

eral implications. This type of scaling assumes that a scale value of 

9.0 is three times as favorable as a scale value of 3.0. Thus, for 

example, for accuracy an attribute value of "high" is three times as 

* Thus the scale values are necessarily cardinal, not just ordinal, 
even though the scaling procedure seems ordinal in nature. 
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SCALE 

Payload delivery flexibility 

Vulnerability Accuracy 

0 0 

very high 1.0 1.0 very low 

high 3.0 3.0 low 

overage 5.0 5.0 overage 

low 7.0 7.0 high 

very low 9.0 9.0 very high 

10.0 10.0 

Fig. 2 -- Assignment of values on a numerical scale 

favorable as one of "low." In addition, it assumes that the difference 

between "high" and "low" is the same as the difference between "very 

low" and "average" (4 scale points). Further, the combination of val­

ues across attributes implies that the difference between any two spe­

cific values (say, "high" and "low") is the same for each attribute; 

that is to say, that the difference between "high" and "low" accuracy 

is the same as the difference between "high" and "low" payload deliv-

* ery flexibility. 

The reader should be aware of the arbitrariness of such a method, 

It should be obvious that various scaling assumptions can lead to quite 

different results. Because the 9, 7, 5, 3, 1 assignment is probably 

as reasonable (or unreasonable) as any other for our illustrative pur­

poses here, we shall use the scale of Fig. 2. When these numerical 

* This can be at least partially accounted for in the weights (to 
be discussed later) attached to each attribute, but this uses up some 
of the degrees of freedom in assigning weights and makes the process 
especially difficult. 
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values are substituted for the corresponding qualitative ones in Table 1, 

we obtain the values shown below in Table 2. 

Table 2 

ASSIGNING NUMERICAL VALUES TO ALL WEAPON SYSTEM ATTRIBUTES 

Alternative Systems 
Attributes 

X y z 

Range (n mi) 10,000 8,000 5,000 

Delivery time (hr) 5 0.5 1 

Total yield (MI) 100 50 80 

Accuracy 5.0 3.0 7.0 

Vulnerability 5.0 3.0 9. 0 

Payload delivery 7.0 3.0 5.0 
flexibility 

-· 

Even after the qualitative attribute values have been quantified, 

we must still make all the numerical values comparable. Note that even 

for initially comparable values we can arbitrarily choose the units of 

expression. Total yield, for example, was expressed in megatons in 

our example, While range was given in nautical miles, Yield could have 

been expressed in kilotons and range in thousands of nautical miles, 

But in order to make these values comparable with each other, and with 

the numerical assignments of the values that were originally qualita­

tive, we converted all values to the same scale, in our case the 10 

point scale of Fig. 2, as follows: range (n mix 103); total yield 
·1 (MT x 10 ); accuracy, vulnerability, and payload delivery flexibility 

in the original scale factors (1-10). Since lower values of delivery 

time are preferable to higher values, we must invert delivery times in 

order to have the final comparable values of the table in a unified 

format (high numbers are preferred to low ones). We therefore invert 

delivery times by dividing the delivery time in hours into the constant 

"5," that is, (1/hr x 5). The table of attribute values under such an 

assignment would appear as in Table 3~ 

* Note, for example, that the highest scale value for each attribute 
does not. have to get 10 ]20ints; rather, the extent to which the objectives 
of the mt.ssion are satislied wt.ll determine the position of the values 
on the scale. 
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Table 3 

COMPARABLE NUMERICAL VALUES FOR THE SAME PROBLEM 

Alternative Systems 
Attributes -------~~ 

X y z 

Range (n mi X 10
3

) 10.0 8.0 5.0 

Delivery time (1/hr X 5) 1.0 10.0 5.0 

Total yield (MT X 10-~ 10.0 5.0 8.0 

Accuracy 5.0 3.0 7 .o 
Vulnerability 5.0 3.0 9.0 

Payload delivery 7.0 3.0 5.0 
flexibility 

---- ----· -----------

SYMBOLIC REPRESEKTATION 

At this point let us make a more abstract representation of the 

multiple-attribute alternative problem. First, let us distinguish 

between particular attributes. 

Let us call a particular attribute 

there are n attributes. Thus A, is the 
' 

A., where i 
' name (e. g., 

=1,2, ••• ,nif 

vulnerability) of 

attribute i. Let ai be the random variable representing the values 

A. can take; it will also be used for particular values of the random 
' variable such as 11 average vulnerability." Note that the attribute 

values are not necessarily numerical. 

Let us define an alternative in terms of the attributes it 

possesses; there will be one (and only one) attribute value for each of 

then attributes. Formally, then, an alternative is an element of the 

Cartesian product A
1 

X A2 
alternative (a

1
, a

2
, ... , 

X ••• X A • 
. n 

a )J will be 
n 

The generic form of a particu­

denoted as Jlj. The set 

of all alternatives is obviously a subset of the Cartesian product of 

attributes, i.e., {Jj};;;; [A .. The ith attribute of the /h alterna-
. ' 

tive will be denoted by a~. When the attribute values have been scaled 
' and they arc all on a comparable, numerical (cardinal) scale, the point 

value assigned to the ith attribute of the jth alternative will be de-
-j 

noted by ai. 
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We assume that a simple ordering relation of preference, >• read 

as ''is preferred to," is defined on each attribute, A., separately. 
' Thus, for example, the decisionmaker can specify whether he prefers 

the attribute of range to be 8000 n mi or 5000 n mi, other things being 

equal. There is no need for the preference ordering in the basic at-
1 2 tribute values to be monotonic. The term a
1 

> a
1

, for example, means 

that the value of attribute i for alternative 1 is preferred by the 

* decisionmaker to the value of attribute i for alternative 2. 

This notation will be used to characterize the various methods 

described in Sec. III. These formal definitions will be given in ad­

dition to, and not in lieu of, informal verbal descriptions of each 

method in order to add rigor and clarity to the discussion. The reader 

who does not find the formal descriptions helpful is encouraged to skip 

them. 

In the next section we shall discuss the various methods for re-

solving the multiple-attribute decision problems, by examining meth­

ods which treat the problem as presented in Table 1 format as well as 

those requiring the more demanding and arbitrary format of Table 3. 

*This can also be written as a~ < 
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III. EXISTING APPROACHES TO 

MULTIPLE-ATTRIBUTE DECISIONNAKING 

Even though some of the approaches we discuss have been intended 

only as descriptive models of such decisionmaking, we are most inter­

ested in their normative implications. Our focus will be on the meth­

ods available to a decisionmaker faced with a multiple-attribute 

decision problem. In the process of describing the methods we shall 

highlight the assumptions and information requirements of each. 

We shall organize our discussion into general categories repre­

senting the dimensionality of the problem that the method handles. If 

we call the original dimensionality "n," meaning that n attributes have 

been selected to characterize each alternative, then a method may 

either deal with all n attributes or reduce the problem to some lesser 

number. It would be desirable to consider all n attributes without 

omitting any from consideration and without imposing any arbitrary as­

sumptions in order to collapse them. Such methods, however, either do 

not help reduce the complexity of the original problem or are relatively 

weak because they often do not give a unique solution. As we shall see, 

such methods are most useful in reducing the set of alternatives for 

final consideration. 

At the other extreme are methods that reduce the problem of n at­

tributes to a single dimension. Such methods operate either by imposing 

conditions that remove n-1 dimensions from consideration or by imposing 

assumptions that allow the n dimensions to be mapped (or reduced or 

combined) into a one-dimensional space. 

Intermediate between these extremes lie some methods that either 

consider two or more attributes at a time or that reduce the space to 

a dimensionality less than n but greater than 1. We shall consider 

these categories in that order. 

FULL DIMENSIONALITY 

The two principal methods that treat multiple-attribute problems 

in their full dimensionality are dornin~nce and satisficing. By 
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treatment in the full dimensionality we mean that each dimension or 

attribute is considered separately and independently. It must, by it­

self, meet certain requirements. A disadvantage or unfavorable value 

in one attribute cannot be offset by an advantage or favorable value 

in some other attribute. Each attribute must stand on its own. 

Dominance 

When comparing all alternatives, if some one alternative has higher 

attribute values for all attributes, we say that this alternative "dom­

inates" the others. We can weaken this notion somewhat and say that 

if one alternative is at least as good as the other alternatives on 

all attributes, and is actually better in at least one of them, then 

this can still be considered the dominant alternative. Conversely, if 

one alternative is worse than some other alternative for at least one 

attribute, and is no better than equivalent for all other attributes, 

then we can say the former alternative is dominated by the latter. 

In the missile example of the previous section (see Table 1) none 

of the three alternatives is dominated in this sense. We can say, 

therefore, that each of them is "admissible." If, however, system Y 

and system X had the same delivery time, then we could say that sys­

tem X dominates system Y. That is, when each of the six attributes is 

considered separately, system X is at least as good as system Y, and 

for some of the attributes, such as range, system X is actually better. 

If we had to consider a modified system Y (modified because it is 

like Y except for a delivery time identical to system X), we could re­

move it from consideration because this system would now be distinctly 

inferior to system X. In this manner, dominance can be a useful method 

for reducing the size of a decision problem. Dominance is not a very 

powerful method for making a final decision, however, because there are 

usually a number of alternatives remaining after the method is applied 

(Wohlstetter, 1964). In the unmodified example, all three systems, X, 

Y, and Z, remain. In the modified example, X and Z both remain because 

although X dominates the modified Y it does not dominate Z. To say 

that a number of alternatives remains means that, when comparing any 
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pair, each alternative has a higher attribute value than at least one 

of the other attributes considered, 

In the dominance procedure the decisionmaker decides solely upon 

the basis of the question whether one attribute value is more preferred 

than another, Thus, as long as we can state that "high" accuracy, for 

example, is preferred to "low" accuracy, we have enough information to 

establish possible dominances. Numerical information about attribute 

values is unnecessary but can, of course, be used just as easily if the 

information happens to come in numerical form, A straightforward ap­

plication of the dominance procedure, then, implies no assumption about 

the decisionmaker's degree of preference for particular attribute val­

ues; he does not have to establish how much more he prefers "high" ac­

curacy to "low" accuracy. Nor does dominance require the decisiorunaker 

to assess the relative importance of each of the attributes. Further, 

because each of the attributes is considered separately, the decision­

maker does not have to be concerned with such questions as, for example, 

how much he prefers "low" vulnerability to "high" accuracy. 

Dominance is one of the most easily applied and commonly accepted 

decisionmaking procedures. The formal concept has been around for a 

long time, and has undoubtedly been applied intuitively for even longer. 

In economics its formal use was pioneered by Pareto (1848-1923) and 

hence non-dominated alternatives are often called "Pareto-optimal." 

Heavy reliance was placed upon the notion of dominance by Wald in his 

development of statistical decision theory. In this field it is com­

monly known as "admissibility" (Wald, 1950; Blackwell and Girschick, 

1954). 

Even after removing the dominated alternatives, the decisionmaker 

is often left with a complicated problem. Although the dominance con­

cept seems to have been used mainly in normative decisionmaking, per­

haps because of its obviousness, the dominance concept seems to be quite 

descriptive of the procedures followed in actual decisionmaking (see, 

for example, MacCrimmon, 1967). 

A formal statement is as follows: of dominance 

a )1 
n 

Denote one alter-
2 

a). Then 
n 

and a second by (a
1

, a
2

, ... , 
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1 

all i, and further ai' 

Satisficing 
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alternative dominates 

<a~, for some i~. 
' 

the first if 
2 

~a 
i 

for 

A second method that treats the problem in its full dimensional­

ality also has strong intuitive appeal. In order to apply the 

satisficing method described by Simon (1955), the decisionmaker 

supplies the minimal attribute values he will accept for each of the 

attributes. These are his minimal values, goals, or specifications, 

In the missile example suggested above suppose that the decision­

maker specified the following minimal requirements: range, at least 

5000 n mi; delivery time, at least 5 hr or less; yield, at least 60 

MT; accuracy, at least average; vulnerability, no worse than average; 

and payload delivery flexibility, at least average. Given these 

minimal acceptable values, both system X and system Z are acceptable; 

that is, they satisfy these requirements. System Y fails to satisfy 

them because its total yield is too low, its accuracy is too low, its 

vulnerability too high, and its payload flexibility too low, 

As with the dominance procedure, often after applying the satis­

ficing method we are still left with a number of feasible alter­

natives. In fact, we may assume that such procedures have been 

applied, if not formally at least intuitively, throughout the whole 

design process, and that the alternatives we are given have passed 

at least some such initial screening; for example, we can assume that 

all designs with a range less than 5000 n mi have been dropped from 

further consideration, With the satisficing method, in contrast to 

the dominance procedure, we can successively change the minimal 

* requirements and hence successively reduce the feasible set, For 

example, we may now decide that the accuracy should be high, and thus 

system X would be dropped, leaving us with only system Z satisfying 

all the requirements. When used in an iterative fashion we can 

sometimes narrow down the alternatives to a single choice. Since 

dominance cannot be used in this manner, satisficing is a more 

powerful decisionmaking tool, 

* Alternatively, if none of the alternatives met the specified require-
ments, the requirements could be changed so as to increase the feasible 
set. 
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Neither satisficing nor dominance requires that the attribute 

information be in numerical form. We need only know which value is 

preferred, other things being equal. Further, with satisficing (as 

with dominance) we do nOt need information on the relative impor­

tance of the attributes. In a sense, though, the information 

requirements for satisficing are greater than for dominance because 

we need to have information on the minimal acceptable attribute 

values. It should be noted that if we simply use minimum cutoff 

values for each of the attributes, none of the alternative systems 

gets credited for especially good attribute values. Thus, system Y 

gets dropped even though it has the quickest delivery time of any 

of the systems. The attempts to credit alternatives with especially 

high values suggest other procedures to be discussed later. 

Because of its strong intuitive appeal, satisficing has long been 

used, Simon, who has formalized it, uses it primarily as a descrip­

tive model to show how people do make decisions. He asserts that 

people form and use minimal attribute values in the manner described 

above, choosing the first satisfactory alternative. If this is so, 

the decision process is sequential, and a final choice will depend on 

the order in which the alternatives are uncovered. Thus, in the ex­

ample shown in Table 1, if the decisionmaker uses the minimal values 

previously specified, he will choose either system X or system Z, de­

pending on which alternatives he discovered (or analyzed) first. 

Since we are interested here in the normative implications of 

these procedures, we need not accept questionable descriptive impli­

cations. Instead, we can expect the decisionmaker to apply minimal 

requirements to all available alternatives as a first pass in reduc­

ing the set with which he must deal. He can then tighten some of the 

minimal attribute values and make a second pass in an attempt to re~ 

duce the set still more. This procedure can be repeated as often as 

the decisionmaker desires. 

A formal statement of the (normative) satisficing procedure is 

given be low: 
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Suppose a set of minimal attribute values (g 1, g2 , .•• , gn) is 

defined on Al X A2 X . . . X A . An alternative J " satisfactory only 
n 

a~ Any unsatisfactory alternative . ' that is, if gi ~ for all i. J --
' . ' 

an alternative for which J ai, < gi, for . ' ,, dropped from some ' --
consideration. 

SINGLE DIKI:XSIONALITY 

Dominance and satisficing are the two main procedures that treat 

multiple-attribute decision problems in their full dimensionality, 

- ---

From the discussion it should be apparent-that both methods are partic­

ularly effective in reducing the set of alternatives to be evaluated 

in a final choice. They are relatively weak in the elimination of 

alternatives, although the satisficing procedure may be strengthened 

by applying it iteratively. Dominance utilizes an alternative­

alternative comparison: that is, each of the available alternatives 

is compared with each of the other available alternatives, Satis­

ficing, on the other hand, involves an alternative-goal approach in 

which each of the alternatives is compared with a minimal goal vector, 

although this vector can also be considered as a fictitious, mini­

mally acceptable alternative. It is our opinion that both dominance 

and satisficing are most useful when combined with the procedures now 

to be discussed. 

In each of the following procedures the n attributes character­

izing an alternative are reduced to a single dimension. The first 

three methods retain, as the single dimension, one of the n attri­

butes of the original problem. An integral part of these methods, 

then, is specifying which one of the attributes is to be considered. 

The other three procedures to be discussed attempt to map the informa­

tion from the n dimensions to a numerical scale, In the mapping oper­

ation the focal point of interest will be the types of functions 

proposed. 
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Maximin 

There is an old saying that "the chain is only as strong as 
its weakest link. 11 In choosing among chains we would examine the 
weakest link in each and presumably select the chain with the 
strongest weakest link. This procedure can be used in decision­
making situations. As decisionmakers we would examine the attribute 
values for each alternative, note the lowest value for each alterna­
tive, and then select the alternative with the most acceptable value 
in its lowest attribute. This is called selecting the maximum 
(across alternatives) of the minimum (across attributes) values, or 
the maximin. 

Vnder this procedure a very high degree of comparability is 
required. We not only have to compare values across attributes for 
each single alternative, we also have to characterize each alterna­
tive by its lowest attribute value when comparing it with other 
alternatives. Yet if these lowest attribute values come from dif­
ferent attributes, as they sometimes do, we may be basing our final 
choice on single values of attributes that differ from alternative 
to alternative. Because such a high degree of comparability is 
necessary with the maximin, all attributes must be measured on a 
common scale --which, however, need not be numerical. The maximin 
procedure reduces the characterization of an alternative to its 
value for a single attribute; all other (n-1) attributes for a 
particular alternative are ignored, 

In applying this procedure to the missile example of the pre­
vious part of the Memorandum, we note that the lowest attribute value 
for system X is 1.0 (for delivery time); the lowest attribute value 
for system Y is 3.0 (for accuracy, vulnerability, and payload 
delivery flexibility); and the lowest attribute value for system Z 
is 5.0 (for range~ delivery time, and flexibility). Since the largest 
of these three minimum values is 5.0, system Z would be selected 
because it has the maximum-minimum value. 

It should be clear that this procedure utilizes only a small part 
of the available information in making a final choice--only one attribute 
per alternative to be exact. So even if an alternative is outstanding 
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in all but one attribute, another alternative that is only average 

on all attributes would be chosen over it. The maximin procedure, 

then, has some obvious shortcomings in decision situations. What 

is appropriate for chains is not necessarily appropriate for general 

decisionmaking. The procedure is reasonable for chains because all 

the links are used at the same time and they are essentially inter­

changeable, in that no one link is worth more, or performs a 

different function, than some other single link. 

The maximin and its reverse, the minimax procedure is widely 

used in game theory. In fact, the fundamental theorem of game theory 

involves the equivalence between the maximin and the minimax (von 

Neumann and Morgenstern, 1947, p. 153), but we shall not discuss 

this further here. Maximin is a reasonable procedure in game theory 

because it is assumed that one is operating against a self-optimizing 

opponent (or opponents). Thus, instead of the dimensionality of the 

problem arising from attribute values, it arises from the choice 

of alternatives available to the other player (see, for example, 

Schelling 1964). It could be said that the opponent is choosing an 

"attribute" such that his loss is lowest (assuming a constant sum 

game). Given this action of the opponent, we can take, for each of 

the alternatives available to us, the lowest "attribute value!! as our 

expectation of his choice. We are then essentially restricted to 

these values as our range of payoffs, and thus we maximize among 

these values. 

We can see from this example that applications of exceptionally 

ingenious procedures in game situations can lead to ludicrous results 

in individual decisionmaking. In a general decisionmaking situation 

a maximin method would be reasonable only if the decisionmaker 

assumed that some malevolent nature was trying to inflict the worst 

possible outcome on him. Any decisionmaker who believes this and 

makes his choices accordingly deserves the outcomes he will receive. 
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** procedure may be abstractly stated as: 

min a~ 
' 

We can reverse the procedure described above by characterizing 

an alternative by its best attribute value rather than its worst 

attribute value. In this case we would identify the highest attri­

bute value for each alternative, then compare these maximum values 

to select the alternative with the largest such value, the maximax 

procedure. 

Under the maximax procedure the highest attribute value for 

system X is now 10 for range and total yield, the highest value for 

system Y is 10 for delivery time, and the highest value for system 

Z is 9 for vulnerability. Maximizing these maximum values would 

lead then to a choice of either system X or system Y. 

Note then that this procedure, as with the maximin procedure, 

may evaluate different attributes in a final choice among alterna­

tives. Thus, we may be evaluating the range and total yield of X 

against the delivery time of Y and both of these against the vul­

nerability of z. Furthermore, the maximax method has the same 

incompleteness as the maximin method. No attention is paid to the 

n-1 lower-valued attributes of an alternative. Even if system z 
had all 9' s while system X had only a single 10 and all the rest of 

X' s attribute values were very low -- say, around 2 or 3 -- the max-

imax procedure would lead to a choice of X. 

* The useful~ but infrequently used, expression "max'er" (maximizer) 
identifies a member of the index set rather th.an a value in the domain 

of maximization. Thus, the expression above picks out that~j that yields 

the max[min ai J. 
** J The notation a. could be weakened here to mean "comparable but 

' not necessarily cardinal numbers," as discussed above. 
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The comparability assumptions and incompleteness properties of 

maximax, then, do not make it a very useful technique for general de­

cisionmaking. However, just as maximin may have a domain in which it 

is quite reasonable, such as choosing among chain-like alternatives, 

maximax may also be reasonable in some specific decision situations. 

An implicit assumption of this method is that, in some sense, we are 

weighting the purposes (or attributes) equally; that is, we do not care 

which single purpose is the one pursued. 

The maximax criteria can be abstractly stated as: 

max 

i 

Lexicography 

Lexicography can be called a single-dimensional technique only 

in the sense that one dimension at a time is considered, The speci­

fications for this method include the procedure for comparison across 

attributes, albeit one at a time, In some decision situations a 

single attribute will seem to predominate. By this we mean that it 

is obviously the most important one to that decisionmaker. In the 

same way, in choosing a job, the factor of salary will override all 

other factors for some people. One way of treating this situation 

is to compare the alternatives on this one attribute. If one 

alternative has a higher attribute value (e.g., the highest paying 

job) than any of the other alternatives, it is chosen and the decision 

process ends, If no single alternative is predominant in this, the 

primary attribute, then the non-maximal alternatives (that is, those 

with less than this common maximum value) are dropped from further 

consideration. The remaining alternatives are then compared in the 

next most important attribute. The process continues in this lexi­

cographic fashion either until a single alternative is chosen or 

until all attributes have been considered. 
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In the missile example, suppose that accuracy is by far the most 

important attribute. Since system Z has the highest accuracy, it is 

the preferred alternative. System X and system Y both have a lower ac­

curacy than Z, but if we use the lexicographic procedure, there is no 

need to consider the other attributes. Because of this, we see that 

the lexicographic procedure suffers from the same type of incomplete­

ness as do maximin and maximax. Lexicography is somewhat more demand­

ing of information than these two, because it requires a ranking of 

the importance of the attributes, whereas maximax and maximin do not. 

Since it does not require comparability across attributes as did maxi­

min and maximax, information of the most basic kind (i.e., Table 1) can 

be used. None of these three unidimensional procedures, maximin, maxi­

max, and lexicography, requires numerical information. 

The term "lexicographic" comes from the correspondence between 

this procedure and the arrangement of words in a dictionary. These 

words are first ordered alphabetically by their first letter--this tells 

us that "battle" should be listed before "war." However, it does not 

tell us in which order to list "battle" and "bomb." In such a case we 

consider the second letter, and can thus determine that "a" comes be­

fore "o" in the English alphabet, so that "battle11 should be listed 

first. This, of course, requires some sort of "preference" order and 

the order of proceeding from left to right alphabetically; when applied 

to general decisionmaking, the lexicographic method requires informa­

tion on the preference among attribute values and the order in which at­

tributes should be considered. In both of these cases, though, we only 

need ordering or ranking information and not (necessarily) numerical 

values. 

Because of its limited information requirements, lexicography has 

received serious consideration as a decision technique in a number of 

areas. It has been considered as an alternative to a numerical measure 

of the von Neumann-Morgenstern utility (see next section) by Hausner 

(1954), Thrall (1954), Debreu (1959), Chipman (1960), Aumann (1964), 

and Radner (1964) among others. 

Lexicography may be stated formally as follows: Suppose the 

attributes are ordered so that A
1 

is the most important attribute 



-28-

to the decisionmaker, A
2 

is the next most important, and so forth. 

Then, take 

max 1 er 

If this set has a single element, then this element is the most pre­

ferred alternative, If there are multiple maximal alternatives, con­

sider 

{ ,ttl --<.A max 1 er 

If this set has a single element, then stop and select this altern­

ative, If not, consider 

f ,ttt} --l<.A max 1 er 

(jt} 

Continue this process until either (a) some [....At} with only a single 

element is found which is then the most preferred alternative, or (b) 

all n attributes have been considered, in which case, if the remaining 

set contains more than one maximal element, they are considered to be 

equivalent, 

Additive Weighting 

In many multiple-attribute choice situations we can think in 

terms of the relative importance of each attribute. In our example, 

is accuracy more important than vulnerability, and if so how much 

more important? Importance judgments, of course, are contingent upon 

the mission, but we assume that the decisionmaker has these in mind. 

If the decisionmaker can choose a numerical measure of importance, 

then he may weight each attribute value by this measure to get a 

weighted average of the contribution of each alternative. He will 

then select the alternative with the highest weighted average. 
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Such a weighting procedure does not disregard any of the origi­

nal n attributes, because all n attribute values of an alternative 

are used to form the weighted average. This is the primary differ­

ence between the additive weighting approach and those discussed to 

this point. Because the procedure of weighting uses the regular 

arithmetical operations of multiplication and addition, however, the 

attribute values must be both numerical and comparable, as in the 

form of Table 3. This is clearly a much more stringent requirement 

than any of those underlying the previous procedures. Further, it 

is also necessary to find a reasonable basis on which to form the 

weights reflecting the importance of each of the attributes. 

Let us consider the following form of our missile example: 

Suppose that by introspection and analysis we as decisionmakers can 

determine the following weights for each of the attributes: range 

0.10, delivery time 0.10, total yield 0.20, accuracy 0.25, vul­

nerability 0.15, and payload delivery flexibility 0.20. In other 

uses of this procedure, cost or any other attribute could, of 

course, be included. The weights have been normalized to sum to 

1; in this way we can tell at a glance the relative importance of each 

as a percentage of the total. Multiplying these weights by the cor­

responding attribute values for each alternative and then summing 

across alternatives we get the following weighted averages: system X, 

6.5; system Y, 4.6; and system Z, 6.7. Using this method we as deci­

sionmakers would choose system Z because it has the highest weighted 

average. 

Let us examine this procedure in the context of the above example 

to note more clearly the various information requirements and assump­

tions made. Let us consider the weights first. In the example above, 

for instance, the weights imply that total yield is twice as important 

as range. What does it mean to say that one attribute is twice as im·­

portant as another~ Another implication is that accuracy is as impor­

tant as range and vulnerability combined. Again, the ambiguities of 

such judgments must be apparent. Although some techniqu~s have been 

suggested for forming such weighted values, for example Churchman and 

Ackoff (1954), Eckenrode (1965, and Miller (1966), the decisionmaker 

must be very careful in his assignment of numerical values, 
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Even after weights are formed, we must still put the attribute 

values into a numerical and comparable form so that they can be multi­

plied by the weights, and then summed into a weighted average. They 

must be comparable because we are going to combine across attributes; 

a "high" value for one attribute must receive approximately the same 

numerical value as "high" values of other attributes. If this is not 

the case, if for example, a "high" value for range is 9000 while yield 

is 90, then the normalized weights are meaningless since the range val­

ue will surely dominate the choice. In such a case either the weights 

or the attribute values must be rescaled. It is usually easier to ef­

fect the latter, because rescaling the weights for such a purpose 

would remove their relative importance in the scale. 

When weights &re assigned and attribute values are numerical and 

comparable, some arbitrary assumptions still remain. Note that 10 mul­

tiplied by 0.10 and 4 multiplied by 0.25 both yield the same product: 

1.0. If we interpret 10 as being an exceptional attribute value and 4.0 

as being a below average attribute value, then this identity implies 

that an exceptional delivery time and a somewhat below average accuracy 

just offset each other. By "offset each other" we mean that both make 

the same contribution to the weighted average. Thus, there exist some 

difficulties in interpreting the output of the multiplication of attri­

bute values by weights. At this point it might also be necessary to 

reconsider the weights and attribute values assigned: Does an excep­

tional delivery time exactly offset a below average accuracy? In fact, 

can such judgments be made? 

Let us suppose that at this stage in the analysis the decision­

maker is satisfied with the weighted values of each alternative on 

each attribute. Even then, addition across attributes may require some 

unrealistic assumptions. Because we assigned the attribute values on 

each attribute separately, the operation of adding the weighted attri­

bute values for a given alternative assumes that there are no comple­

mentarities (or "spill-overs" or "spin-offs") in such problems. Thus 

a high total yield, for example, is valued in itself, irrespective of 

the accuracy, delivery time, or any other attribut~. A simple weight­

ing can give misleading results if, for example, a high total yield is 
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of little value unless the accuracy is at least average and the de­

livery time is not too long. 

By using the weighting procedure described and by restricting our 

focus to the two attributes of total yield and accuracy, we get the 

following results: 

Attributes 

Very high total yield, 
very low accuracy 

Very low total yield, 
very high accuracy 

Very high total yield, 
very high accuracy 

Very low total yield, 
very low accuracy 

Weighted Average 

1.80 + 0.25 2.05 

0.20 + 2.25 ~ 2.45 

1.80 + 2.25 4.05 

0.20 + 0.25 = 0.45 

What serious meaning can we attach to these numbers? 

* Using the scaling values of Fig, 2 and the weights given above, 

a very high total yield has a weighted value of 1,80 (i,e., 9.0 

x 0,20), a very high accuracy has a weighted value of 2.25 (i.e., 

9.0 x 0,25), 3 very low total yield has a weighted value of 0,20 

(i.e., 1,0 x 0.20),while a very low accuracy has a weighted value of 

0.25 (i.e,, 1,0 x 0,25). 

A system with a very low accuracy may provide very little 

chance of destroying the target, even if the total yield is very 

high; a system with a very low total yield may result in minor 

destruction of the target even if the accuracy is very high. What 

sense does it make to say that a system with both very high yield 

and very high accuracy is only 98%, or (4.05-2.05)/2.05 x 

100~~). better than the very low accuracy-very high yield system, 

and only 657o, or (4,05-2.45)/2.45 x 100%,, better than the very 

low yield-very high accuracy system? It may well be that the 

first two systems have little overall value since both fail to pro­

duce target destruction, while the third system (with both high 

yield and high accuracy) has a very high value. The point of this 

example emphasizes that attributes cannot often be considered 

* Range 0.10, delivery time 0.10, total yi~ld 0.2, accuracy 0.25, 
vulnerability 0.15, and payload delivery flexibility 0.20. 
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separately and then added together. Further, as long as the attributes 

are considered separately, this example cannot be modified to yield 

reasonable results by some new rescaling. 

Because of the complementarities between the various attributes, 

the approach of weighted averages may give misleading results. But 

when the attributes can in fact be considered separately (i.e., when 

there are essentially no important complementarities), the additive 

weighting procedure described can be a very powerful approach to multiple­

attr:!.bute decisionmaking. Since a single number is arrived at for each 

alternative, and since these numbers will usually be different, this 

procedure often leads to a unique choice, For this reason, and because 

it has some intuitive appeal, it is frequently used. The additive 

weighting procedure has been used for choices as diverse as choosing 

jobs (Fishburn, 1964; Miller, 1966), making business investment deci­

sions (Churchman, Ackoff and Arnoff, 1957), choosing computing equip­

ment (Miller, 1966), selecting products (Terry, 1963), selecting mili­

tary hardware (Aumann and Kruskal, 1958); Bryan, 1964) and choosing 

disarmament strategies (Aumann and Mash1er, 1966). Some sort of weight­

ing procedure is used in almost all multiple-attribute decisionmaking. 

Unfortunately, the conditions--that is meaningful weights, numerical 

and comparable attribute values, and independence of attributes--neces­

sary for its successful application are seldom checked out, although 

they may hold in some cases. For a further discussion of tests of neces­

sary conditions see, for example, Fishburn ( 1964), 

In addition to its wide use in practice, additive weighting pro­

cedures are receiving renewed theoretical emphasis. In psychology, 

linear models have received attention in studies of both choice beha­

vior (e.g., Adams and Fagot, 1959) and conjoint measurement (Luce and 

Tukey, 1963; Luce, 1966). Even in economics, where additive models 

have long been explicitly rejected because of the unrealistic non­

complementarity assumption, there have been indications of new explora­

tions (for example, Strotz, 1957; Houthakker, 1960). There are numer­

ous related theoretical developments in operations research--after all, 

linear programming is such a model--even in those that directly consider 

multiple-attribute choices {for example, Pfanzgal, 1959; Aumann, 1964; 

Fishburn, 1964, 1965, 1966). 
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The additive weighting procedure described above can be formally 

stated as follows: Suppose we have a weighting function(~.) mapping 
' 

from TIA. to the real half line. Then the most preferred alternative 
' is the u'!t, that is, the 

max 1 er 

Note that while the weighting procedure is linear in the attribute 
-J scores a

1
, it is not necessarily linear in the basic attribute values, 

J 
ai. 

Effectiveness Index 

There is no requirement, of course, that the functional form of 

a combined attribute approach must be additive. A more general weight­

ing model could entail multiplications, exponentiations, or any type 

of mathematical operation. For example, we could form something like 

exp - [ Accuracy X 
v·Vulnerability x Time 
Log(Yield) + Log(Range x 

l 
Flexibi lity)J 

for our missile example, where this number could be interpreted as a 

type of probability index of expected target destruction. Clearly, in 

a real example the relation could be much more complex and would cer­

tainly contain numerous parameters having significance for the problem. 

This procedure has very strict infonnation requirements, similn.r 

to the additive weighting model discussed above. While no explicit 

weights need to be assigned over attributes, the form of the functional 

relation (and particularly its parameters) play the same role in an im­

plicit way. The attribute values must be assigned cardinal values and 

the comparability can either be done directly as in the preceding method, 

or it can be done implicitly in the functional form itself. n1us, all 

the reservations about additive weighting apply to this procedure 

when it is used directly, that is, when decisionmakers are asked to use 

their judgment in scoring the attribute values and setting up the overall 
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function. In fact, this procedure is much more demanding since it is 

much easier, in general, to put meaningful numbers into an additive 

weighting than into one in which more complicated expressions are being 

used. An example of a multiplicative procedure applied to research 

project evaluation is given by Mottley and Newton (1959). 

The general weighting models obviously have a greater potential 

than additive ones for capturing the important interdependencies in a 

decisionmaking situation. The arbitrariness of the functional form al­

lows a representation of all types of complementarity relationships. 

The great difficulty is in specifying the function that is to capture 

these relations. In some cases a multiplicative relation is quite nat­

ural (e.g., speed and distance), and perhaps through training decision­

makers can be taught to think in terms of more complicated expressions. 

At the present time, though, additive weighting is much easier to com­

prehend and enjoys much greater popularity. 

The major use of the general weighting procedures is not in the 

systemization of decisionmaking judgment; they are primarily used in 

systems analysis work where logical relations among the attributes ex­

ist. The task then is to formulate the appropriate functional form to 

capture these logical relations. It should be clear at this point that 

this is not the problem we are addressing. In a sense we are consider­

ing the problem at the next level, that is, how do we decide among al­

ternatives using the inputs from systems analysis, but also considering 

important intangibles or other attributes that could not feasibly be 

considered in the logical formulation. 

The form of the general expression in such a logical analysis is 

given various labels. Some common ones are "mission-related measure 

of effectiveness," "effectiveness index," "rating index," and "figure 

of merit" (see Quade, 1964 and Charnes, Cooper and Thompson, 1965). 

When cost is included in the consideration, along with the performance 

measures, this is often called a cost-effectiveness study. As noted 

above, then, these effectiveness measures and the costs, along with in­

tangibles and other attributes not subjected to such analysis, would 

form the attribute inputs to the decision situations we are studying 

here. 
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The formal statement of these general weighting or effectiveness 

index models is a slight 

preferred alternative is 

generalization 
t 

the ..A that is 

of the preceding case. 

the 

max' er f(A1 , "2• ... , 

The most 

where the range of the function is the real half-line. Obviously, for 

such a general functional form the cross partial derivatives need not 

be zero (as they are for additive weighting models) and hence comple­

mentarities can be defined. 

Utility Theory 

In decision problems where there is a high degree of uncertainty 

about the outcomes of the various alternatives, it is more useful to 

consider the scope of the possible outcomes than the attributes of the 

alternatives. Thus, the multidimensional aspects of this formulation 

come, not from multiple attributes as such, but from the multiple events 

that can occur and can yield different outcomes for any given alterna­

tive. Any decision problem that is considered in the form of informa­

tion about the multiple attributes of each alternative must be recast 

if it is to be amenable to an (axiomatic) utility analysis. 

Instead of considering range, yield, vulnerability, and other at­

tributes of weapon systems, we may use the information on the attributes 

to assign a utility function to outcomes of various uncertain events 

that may impinge on the performance of the weapons system. For example, 

one uncertain event might be whether or not the enemy can establish a 

defensive system of a particular level of effectiveness. For this 

event we then consider the effect on each of the alternatives (as a 

whole) we are considering--that is, the effect of this event with re­

gard to a particular system's range, attack capability, etc.--and 

then assign a utility function or value to the particular alternative 

for the uncertain event considered. Such an assignment would 
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be carried out for each uncertain event. If there is more than one 

event and its complement to be considered, we would form joint events. 

Then probabilities of the occurrence of each particular (joint) event 

would be formed, These would be multiplied separately by the cor­

responding utilities for each alternative to yield an expected utility 

function for each alternative, The alternative with the largest 

expected utility would then be chosen, 

The utility theory described here can be traced back to Daniel 

Bernoulli (1738), but it was its axiomatization by von Neumann and 

Morgenstern (1947) that provided the basis for applying it in decision 

situations, The basic idea is that the decisionmaker, if he obeys 

certain axioms, can assign numbers to uncertain outcomes--numbers 

that are measureable on an interval scale--that is one with an 

arbitrary origin and scale unit, such as temperature. The uncertainty 

is handled by assigning probabilities to the (sometimes unique) uncer­

tain events. This probability does not have to be a relative 

frequency or in any other way be "objective," but is personal to the 

particular decisionmaker. As long as the decisionmaker's beliefs 

obey the mathematical axioms of probability, his personal beliefs 

may be called "probabilities." The basis for these subjective 

probabilities was given by Thomas Bayes (1763). The synthesis of 

utilities and subjective probabilities was first given by Ramsey 

(1931), with perhaps the clearest current statement due to Savage 

(1954). 

While this approach is especially useful when the main element in 

a decision problem is uncertainty, when the main element is processing 

complexity--that is, much information that is reasonably certain for 

each alternative--the approach described above tends to further com­

plicate the problem. Instead of helping to sort out the information 

on attributes, it assumes that the decisionmaker can do this pro­

cessing in his head and come out with a figure for the utility of an 

alternative with all those attributes for a given uncertain event. 

The consideration of the uncertain events, which really reflects the 

purpose to which the alternative will be put, should be an element 
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considered by the decisionmakcr,*but it is perhaps unrealistic to 

ask him to come up with a utility figure without providing him with 

some means of sorting out the attribute information for each altern­

ative. 

In both the procedures described earlier and those to be described 

later in which the attribute information is treated directly, the 

purposes to which the alternative will be put are assumed to have 

been considered in the earlier phases of the problem (see Fig. 1), and 

thus to have led to the consideration of the particular alternatives 

with which we are confronted. In the process of forming an expected 

utility for each alternative, it should be clear that the whole 

problem is considered and that it is eventually mapped down to a 

single dimension, that is, a numerical scale, a value of which is the 

expected utility, Since applying this utility approach would require 

presenting information in a form different from that of Figs. 1 and 2, 

we shall not work through an example of utility theory as applied to 

the weapons system problem, (The brief description in the first 

paragraph of this section should indicate the type of approach used.) 

We discuss utility theory here only because it is a very impurtant 

approach to decision problems--but problems of a form slightly 

different from those considered in this Memorandum, 

1!-.'TERHEDIATE DIMENSIOKALITY 

Intermediate between the two major categories of procedures 

discussed so far are those procedures that consider more than one 

but less than the full number of dimensions. Of the two procedures 

to be discussed here, the first is closely related to the linear 

weighting and effectiveness index approaches and has been widely used 

as a normative technique, especially in design, rather than final choice, 

situations. The second procedure stems from recent developments in 

psychometrics and has heretofore been considered only descriptively. 

We shall pursue some of its normative implications. 

*Of course, the techniques described throughout this Hemorandum have 
(at least implicitly) embodied consideration of the mission and the envi­
ronment as we have noted. The present discussion is concerned with ex­
plicitly alteching quantitative values to unce.rtainty about the environment. 
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Trade-offs 

In multiple-attribute situations we are often interested in 

getting information of this sort: if we can settle for a lower value 

on one attribute, how much can we increase the value of another attri­

bute? For example, if we are willing to give up lOMT of yield, how 

much quicker delivery time can we get, other things remaining equal? 

That is, we are asking to what extent we can "tradeu yield for time. 

In a number of decision situations the consideration of trade-off 

information allows us to make the alternatives much more comparable 

than they were initially. Thus, we can consider trade-offs that make 

alternatives equivalent for several attributes, and then examine more 

carefully the remaining attributes. In this way we can reduce the 

dimensionality of the actual problem to something less than the 

original number of dimensions. 

In a decision problem having alternatives characterized by n 
n 

attributes, we can form (2) trade-offs between pairs of attributes. 

In our missile example of 6 attributes we can form 15 trade-offs for 

each alternative. Considered in this way, trade-offs have certainly 

not reduced the dimensionality of the problem. Not all trade-offs 

will be relevant~ however; in fact, when two attributes are independent, 

it may not be possible to get a higher value on one even though we are 

willing to give up a great deal of value in another attribute, In 

other cases it may not be possible to obtain some of the trade-off 

information. Even with this in mind, many trade-offs still may remain, 

and consequently may tend to confuse the decisionmaker. 

Compounding these difficulties is the fact that having only 

one trade-off value for each pair of attributes is a very special 

case. This case is special because the trade-off ratio is independent 

of the value of each separate attribute. This is obviously not the 

usual case. Up to a certain point perhaps we can buy more yield at 

a constant dollar cost, but after this point, it may become increas­

ingly more expensive to buy a higher yield figure. Such inter­

dependence is clearly true for most pairs of attributes, although a 

constant trade-off ratio may be a fair approximation over so~e range 

of the values of the two attributes. The more trade-off ratios to be 
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considered for a given pair of attribute values, the more complex the 

decision problem becomes. Because of the necessity of generating so 

much new information, we shall not work through the missile example 

using the trade-off procedure, 

Trade-off information is more useful when designing multiple­

attribute alternatives than when choosing among final versions of 

them (Schamberg, 1964). In final choice situations, the multiple­

trade-off ratios cannot easily be consolidated into an overall figure. 

Even after trade-off ratios are formed, they may not do much to 

reduce the complexity of the original problem, and unless treated 

carefully may actually increase it, The most useful trade-off informa­

tion is that involving cost and some other attribute, 

Trade-off ratios are often used iu economics (Baumol, 1959). 

An alternative term commonly used for trade-offs is umarginal rates 

of substitution," i.e., the rate at which one attribute may be sub­

stituted for another at the margin. Although not dealing directly 

with attributes of particular alternatives, when the economist con­

siders various products in a commodity bundle or various factors in a 

production plan, he is in fact considering attributes of that bundle 

or plan. The economics of consumer demand depicts these trade-offs 

by indifference curves reflecting various combinations of the two 

commodities (i.e,, attributes). The slope of, or the tangent to, these 

indifference curves is the marginal rate of substitution or the trade­

off ratio, In a similar manner we could draw two sets of indifference 

curves for pairs of attributes: one representing pairs of attribute 

values where the decisionmaker was indifferent to the combinations; 

and a second one representing curves showing the technological rate 

at which one attribute may be traded for another, Only when the indif­

ference curves are straight lines do we get a single trade-off ratio, 

or one that does not depend on the level of attribute values. 

Trade-offs may be formally defined as ratios of the partial deriv­

atives of two attributes. They may be obtained either directly as in­

dividual ratios or from a function relating the attributes, as for 

exarnp le, •• 0 • A ) where f may be one of the linear or more 
n 
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general weighting functions previously described. If the point of in­

terest for attribute A1 
is a

1
, then the trade-off ratio between attri­

butes A. and A. ic given by 
' J 

.... A •a 
n n 

.... 

. ... 
A "'a 

n n •• 

A =a 
n n 

If the value of this partial derivative is independent of the particu­

lar values of the attributes A
1 

and Aj then the trade-off ratio is con­

stant. Interdependencies between the attributes are shown by the cross 

partial derivatives, that is, 02£/0A
1

<3Aj. Clearly, for the simple ad­

ditive weighting models all these cross partial derivatives equal zero. 

Non-metric Scaling 

Several of the procedures discussed to this point have required 

the decisionmaker to evaluate the relative importance of attributes, 

In lexicography, for example, the decisionmaker had to judge the 

single most important attribute and then characterize the alternatives 

by this single attribute. To the extent that ties occur, of course, 

the decisionmaker must decide upon the most important remaining 

attribute; in effect, he must be prepared to give a complete ranking 

of the importance of all attributes, although this will seldom be the 

case. 

On the other hand, the additive weighting procedure, which repre­

sents alternatives by the entire number of attributes, requires 

assignment of (cardinal) weights to each attribute that will reflect 

its relative importance in the decision problem. Intermediate between 

these extremes one can, of course, construct procedures representing 

alternatives ink dimensions, where 1 < k < n, using judgments about 

the relative importance of the attributes. For example, the 3 most 

important attributes may be considered while the remaining n 3 

attributes may be neglected in the choice process. Such a procedure 

would have to consist of two main parts, the first specifying how to 
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choose the 3, or more generally k, attributes to be considered, the 

second specifying how the decisionmaker should choose his alternative 

from the reduced problem after considering the 3, or k, attributes. 

Let us consider one such procedure using both these parts. In 

order to reduce the number of attributes, let us ask the decision­

maker to judge the similarity of a number of (fictitious) alternatives, 

given in pairs, By systematically varying the attribute values 

we can discover which k attributes he seems to attend to. Procedures 

for obtaining this attention information may also yield a spatial 

representation of each alternative in the k dimensional space, If 

this spatial representation does in .fact truly characterize each 

alternative, it may also be used to determine the decisionmaker's 

most preferred alternative. Suppose we specify an ideal object, one 

with the most preferred values on each of the attributes. Then after 

placing this object in the appropriate place in the spatial repre­

sentation (according to its attribute values) , we can determine the 

distance of each of the other alternatives from this ideal. The 

alternative that is closest to the ideal object would then be the 

chosen alternative. 

This scaling procedure suggests several points, For one thing, 

each pair of alternatives given in the judgments must be ranked in 

terms of its similarity. This requires quite fine discrimination 

and may be quite difficult for the decisionmaker, In addition, the 

distance measure used to form the spatial representation assumes that 

the attributes are independent (i.e,, non-complementary). The attri­

bute information can be in any form, It could, for example, be in 

the non-numerical, non-comparable form of Table 1 since the scaling 

procedure itself produces numerical, comparable values on each of the 

k dimensions, k ~ n. It should also be noted that none of the k 

dimensions necessarily corresponds with single attributes of the 

original problem, 

The techniques for obtaining such spatial representations come 

from the field of psychometrics where they were first developed by 

Shepard (1962), then later extended by Kruskal (1964), These pro­

cedures are closely related to multiple factor analysis (see for 
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example, Torgerson, 1958). Klahr (1967) was the first to apply spatial 

representation in going from similarity judgments to preferences in a 

most interesting study of the multiple-attribute decisions made by col­

lege admission officers when choosing among student applicants. The 

work on these techniques has thus far focused solely on descriptive as­

pects, but there seem to be some normative implications along the lines 

suggested above worth further development. Because of their descrip­

tiv~ eruphasis and their complexity of analysis, however, we shall not 

apply this scaling procedure to the weapons system decision. 

The non-metric scaling procedure may be formally stated as 

follows, First, in forming the spatial representation we need a 

ranking of the similarity of all pairs of the q (fictitious) altern­

atives. Thus if@ means "is more similar than" we have a chain 

Jt~2 Q,_A~3 ©JtJl 3 © ... , etc., for all q(q - 1)/2 pairs .. Let ~j be 

a point in t dimensional space representing alternative~J; then ~j 

has coordinates (~ill' ~2, ... '~t), The distance between any two 

points :nj 1 and 2A:j" is defined to be 

)lj") r 

where r > 1, For r = 2 we have the Euclidean metric, We want to 

construct the smallest space of dimension k, such that the distance 

rankings will be congruent with the similarity rankings, that is, 

~~, < ~~3 < ~~3 < .... 
then want to locate an ideal 

,II ~ ( 111 ~2 ~k) 
Jt 3l·~· .. ·:n . 
....At such that 

After constructing such a space, we 

object.Jl# in this k dimensional space, 

The most preferred alternative is the 
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Summary of Procedures 

In the previous sections we have considered a number of proce­

dures relevant to decisionmaking among alternatives characterized by 

multiple attributes. we have focused on their normative implications 

even though some of them had previously been considered only descrip­

tively. In order to remind the reader of the main properties of these 

procedures we present a summary in Table 4 for each of the procedures 

discussed. All of the procedures presented in the table have been dis­

cussed in the Memorandum. Any new material is self-explanatory. As 

with any summary, the following table oversimplifies similarities and 

differences among the approaches. The reader should consult the previ­

ous sections for a more careful description. 
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IV. EXTE!{SIONS A~"'D CO!·ffii!\ATIO::\S OF PROCEDURES 

FOR MULTIPLE-ATTRIBlTE DECISIOh~KING 

UNCERTAih~Y IN ATTRIBUTE VALUES 

Up to this point we have assumed that each attribute value was 

known, and that that value was unique. But we recognize that the 

information available to the decisionmaker is often highly uncertain, 

especially in research and development decisionmaking (Meckling, 1964; 

Quade, 1964). There are various ways of representing the decision­

maker's uncertainty. Perhaps the simplest is by using a range of 

values rather than a point estimate of attribute values. By giving 

an interval or a range of values, as for example, total yield from 

65 MT to 90 MT, instead of a single point estimate, say 80 MI, we 

assume that the actual value will lie within this interval. Let us 

consider how the use of such a range rather than a single value would 

affect the procedures we have discussed.* 

The dominance procedure readily extends to the use of a range by 

representing uncertainty in attribute values. Various possible inter­

pretations of dominance can be made in such situations, In a strong 

form of dominance an alternative may be considered dominated if, 

for each attribute, all of its maximum values (that is, the values at 

the high or most preferred end of the range) are pairwise smaller than 

the minimum values of some other alternative. A weaker form of 

dominance would state that an alternative is to be considered dominated 

if, in a pairwise consideration, its maximum and minimum values are 

never better (and are sometimes worse) than the maximum and minimum 

values, respectively, for some other alternative over all attributes 

of those alternatives. Both the strong and weak ferns of the domi­

nance notion can be usefully applied at different times, We should 

observe, though, that these extensions would tend to make the domi­

nance procedure even less applicable than it is when single values 

are used, because far fewer alternatives would be inadmissible. 

* The reader should note that we are using the term "range" here 

in the statistical sense of an interval of the highest and lowest values 

of a particular variable, Earlier "range" was used in the physical 

sense of the distance that a weapons system could feasibly travel and 

arrive on target, 
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The satisficing method can be extended in several ways. One 

would be to regard an alternative as unsatisfactory only if any ~me 

(or more) of its maximum values is lower than the goal value for the 

corresponding attribute, This particular interpretation would result 

in a larger number of satisfactory alternatives, because, in effect, 

the most favorable value, rather than the most likely, of any altern­

ative would pass the satisficing test. If this consequence is unde­

sirable, other extensions of satisficing with different implications 

can be made. We should note here that if the goal values also are 

uncertain, if the decisionmaker doesn 1 t want to pin himself down to a 

single value, then the extension of satisficing to uncertainty becomes 

less amenable to analysis, 

In considering extensions of the maximin and maximax procedures, 

we are in effect adding another level. Each alternative is now 

characterized by two endpoint values and we can take either the max­

imum or minimum end point, For example, we could consider a very con­

servative "maximinimin" approach. In this case we would use the mini­

mum value for each attribute (that is, the low end of the range); then, 

in a manner identical with the regular maximin, characterize each 

alternative by the minimum value for any attribute; and then select 

the alternative with the largest such minimum value. Maximinimin dif­

fers from maximin in the extra step of minimizing across attribute 

values for each attribute before minimizing across attributes for 

each alternative, Maximin cannot do this because there is only one 

such attribute value, In a similar manner a maximinimax, a maximax­

imin, and a maximaximax procedure could be developed. The maximinimin 

procedure discussed above is much more conservative than the regular 

maximin and the maximaximax procedure would be much more optimistic 

than the ordinary maximax. 

Lexicography can be extended in a manner similar to the exten­

sion of dominance, After identifying the most important attribute 

(as in regular lexicography) we can reject any alternative whose 

largest attribute value is lower than the lowest attribute of some 

other alternative, for that (most important) attribute. Then consid­

ering only the reduced set of alternatives, we can apply the procedure 
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to the second most important attribute, and continue this process as 

long as necessary. In general, we would have to consider more attri­

butes with this modified lexicography and probably would need a com­

plete ranking of the relative importance of the attributes, In 

addition we would probably end up with more than one alternative 

after considering all n attributes. However, even though this pro­

cedure is weaker than the regular lexicography, it is less arbitrary 

and seems to be a quite reasonable approach. 

The additive weighting method cannot be so easily extended to 

incorporate uncertainty. This method requires a good deal more compu­

tation, and presents two problems, In order to characterize each 

alternative, for example, we may consider taking all combinations of 

highest and lowest attribute values. This would yield 2n weighted 

averages for each alternative instead of the single weighted average 

used in the regular additive weighting procedure. Which of these 

weighted averages would then represent the alternative? Further, we 

could expect that the decisionmaker would be uncertain about the 

exact weights to be used, because the weighted averages for each 

range could be expected to overlap considerably. If we assume any 

uncertainty in the weights of the attributes, this method would 

clearly become too cumbersome, computationally, to be effective. 

Using the highest and lowest attribute values, for example, we would 

have to compute 2n x 2n weighted averages. 

Undoubtedly simpler methods could be devised for handling 

uncertainty in attribute values and relative attribute weights, but 

any method is going to entail a considerable increase in computa­

tional requirements, and will of necessity require arbitrary choice 

by the decisionmaker. 

The similarity between the trade-off approach and the additive 

weighting approach, including the partial derivatives described in 

the preceding section, leads us to the belief that allowing uncertainty 

in attribute values would complicate the information requirements in 

the trade-off approach as it does in additive weighting. 

Utility theory has been developed especially for handling 

uncertainty--but uncertainty of a different kind; non-metric scaling, 
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like the weighting methods, would tend to break down under the increased 

computational demands, We shall not examine extensions of the utility 

theory and non-metric scaling procedures further because of their 

special nature, 

The additive weighting and trade-off methods may seem appropriate 

when we consider the simple deterministic version of the multiple­

attribute decision problem; but when we consider the more realistic 

case of uncertainty in the information, these procedures become 

computationally too cumbersome to be effective. While dominance, 

satisficing, and lexicography might seem too arbitrary and simple 

in the deterministic form, their simplicity becomes a virtue when 

uncertainty is considered. Thus, we conclude that if the problem is 

realistically represented in deterministic form, it may make sense to 

attempt to apply the more formal weighting and trade-off methods, 

assuming the other necessary conditions such as independence are 

satisfied. If uncertainty in the attribute values or attribute 

weights is a vital part of the problem, however, then the less formal 

methods of dominance, satisficing, and lexicography merit serious 

consideration. 

Using a statistical concept of range is not the only way of 

accounting for uncertainty. Another--and an even more demanding way-­

is to introduce probability distributions. It might be possible to 

formulate a marginal probability density function of the attribute 

values for each attribute describing every alternative. By con­

sidering each of the functions separately, we could then analyze the 

effects of uncertainty. A preliminary attempt at treating this form 

using the dominance method was given by Fox (1964), A second and 

similar way of incorporating probabilities assumes that we can get the 

joint probability densities over all characteristics. The analysis 

then proceeds by Monte Carlo methods (Quade, 1964). For an interest­

ing exploration of these possibilities see Timson (1968). Probability 

density functions are worthy of further research, but we shall not ad­

dress ourselves to them in the remainder of the Memorandum. We note 

only tlH'It the same conclusions reached in the preceding paragraph are 

likely to hold: The more formal weighting and trade-of£ methods will 
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become even more cumbersome, while the dominance, satisficing, 

and lexicographic procedures will become relatively more reasonable. 

In the next section we shall consider uncertainty by means of a range 

of attribute values, We shall use an example which demonstrates 

the ways in which a combination of the methods already described may 

prove valuable. 

A SUBSYSTEP.S EXAHPLE 

Let us consider another military example of a multiple-attribute 

choice problem, this time a subsystems decision that might occur in 

developmental management. While the example is loosely based on 

characteristics of the pressure suit for the Apollo mission (Kovit, 

1965), the designs described here are hypothetical, 

Suppose the decisionmaker must choose one design from among several 

alternative pressure suit designs for future development, After 

considering the mission, the attributes chosen as most relevant are 

mobility, comfort, life support, pressurization, metabolic temperature 

control, meteoroid protection, thermal protection, and ultraviolet radjation. 

These attributes are not the only factors that could be considered; 

others might include, for example, bulkiness, weight, cost, etc. 

Nevertheless, let us assume that the other attributes are either 

fixed at one particular level by the mission requirements, are identi­

cal for all designs, or are unimportant. For the chosen attributes we 

have simplified and reduced the amount of information to the minimum 

necessary for purposes of the example, On radiation we consider 

only ultraviolet rays, excluding infrared and the intense visible, 

Such restriction is necessary to keep the example within reasonable 

limits, The characterization of each suit design is given in Table 5 

in terms of each of these attributes, 

Following the consideration stressed in the preceding discussion, 

we assume some uncertainty in the attribute values, and hence, pro­

vide a range of values for each attribute, We assume that these 

ranges bound the expected performance of the suit for that attribute, 

in that any attempt to improve a characteristic beyond the stated 

limits would entail a major redesign effort, Note that, other things 

being equal, for the first six attributes higher values arc preferred, 
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Table 5 

CHARACTERIZATION OF FIVE PRESSURE SUIT DESIGNS 

Attribute 
Alternative Design 

-
I II III IV v 

----- ----

Mobility average to fair to poor to fair to fair to 
good average fair good average 

Comfort good, but good • but good, no average, average, 

perhaps perhaps problems minor minor hot 

minor waste some minor expected pressure and cold 

management hot and points spots 
problems 'cold spots expected expected 

Life 
Support (hr) l-2 3-4 4-5 2-3 2-3 

Pressuri-
zation (psi) 3.6-3.8 3.6-3.7 3.8-3.9 3.7-3.8 3.6-3.7 

Peak 
Metabolic 

1600-1900 1800-2000 1900-2200 2000-2200 1700-2000 
Temperature 
Load (Btu/hr) 

Primary flux 
Meteoroid 25-30 30-35 30-35 27-32 25-32 

Protection 
(km/sec) 

Maximum 
Thermal gain 180-240 210-230 150-170 230-270 230-260 

(Btu/hr) 

Total ultraviolet 
Radiation (%) 5-6 3-5 l-2 4-7 3-7 

---·-- ~--- --
____ L._ 
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while for the last two attributes lower values are preferred. With all 

of these considerations in mind, let us consider how we could apply the 

procedures discussed in this Memorandum. 

~1en extended to cases involving uncertainty in the attribute val­

ues, the dominance procedure has two basic interpretations: strong and 

weak. Using the strong definition of dominance, we note that we do not 

obtain any dominated alternatives: There is no single design whose max­

imum values are no better than the minimum values for some other design 

over all attributes. (If there had been such a strongly dominated 

design, it surely would have been removed from consideration before 

this point in the decisionmaking.) Design II does dominate design V, 

however, in the weak definition; that is, for all attributes, the max­

imum and minimum values of design V are never better (and sometimes 

worse) than the corresponding maximum and minimum values of design II. 

In order to use a satisficing approach we would have to formu­

late a meaningful set of minimal attribute values--or specifications-­

for each attribute. This might be relatively easy to do in a case 

such as this where the mission is well defined. For example, we might 

set forth the following minimal requirements: average mobility, aver­

age comfort, 3 hr life support capacity, 3.7 psi pressurization, 

1900 Btu/hr peak metabolic heat load, 30 km/sec primary flux meteroid 

protection, 250 Btu/hr maximum heat gain, and 5 percent total ultra­

violet radiation. Applying these requirements would rule out design I 

(because its maximum life support is at best 2 hours) and design III 

(because its mobility will not even be average). By applying these 

goals, though, we should realize that we are ruling out the suit de­

sign with the best mobility (design I) and the suit design (III) with 

the best performance on most of the attributes including comfort, life 

support, pressurization, thermal protection, and radiation. A recog­

nition of these consequences might stimulate a revision of the 

requirements. 

For the lexicographic procedure we would need information on the 

relative importance of the attributes. If we know, for example, that 

the most important attribute is life-support capacity, we would choose 
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design III, since it has the maximum life-support capacity--assuming we 
use the weak interpretation of strict preference discussed under domi­
nance above. If we used the strong interpretation of strict preference, 
we would also have to consider design II since it may achieve 4-hr life­
support capacity. We would then have to consider the second most im­
portant attribute, say pressurization, and would choose design III be­
cause it strongly dominates design II on this attribute. We extend the 
same definitions from dominance to lexicography, because lexicography 
is a type of dominance procedure on one dimension at a time. Because 
mobility is not one of the assumed two more important dimensions, the 
poor to fair rating of design III would not be considered. 

An uncertainty version of the maximin or maximax procedures would 
require a scaling of attribute values to make the values comparable 
across attributes. An examination of the information given in Table 5 
should demonstrate to the reader that obtaining such comparable values 
is not a simple task. For this reason, in addition to the general in­
appropriateness of maximin and maximax types of procedures, we shall 
not consider them in detail here. Utility theory also will not be ap­
plied to the pressure suit design example because of its inappropriate­
ness when dealing with information in the form of Table 5. In addition, 
non-metric scaling methods will not be applied because of computational 
demands. 

In attempting to apply the additive weighting procedure, we note 
the need to elaborate on the information given in several ways. As 
with the maximin and maximax procedures, we must have all the attribute 
values on a common scale--and more specifically for additive weighting 
procedures, this scale must be numerical. So, for example, we have to 
ask how many points to assign to "average mobility," and given this 
assignment, how many points to assign to "3-hr life support'' to make 
these scales congruent. After constructing such a comparable numerical 
scale we still need information on the relative importance of each of 
the attributes. These weights must also be numerical. Thus, although 
with lexicography we needed to know that, for example, life support 
and pressurization were the two most important attributes, with the 
additive weighting procedure we must determine how much more important 
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life support is than pressurization. Even after developing the numeri­

cal attribute scales and the numerical weights, we still have the dif­

ficulty of deciding how to deal with the ranges of attribute values, 

With design I, for instance, do we take the scale value representing 

"average mobility," or the scale value representing "good mobility"--
8 

or do we consider both? C~early, we do not want to compute 256 (=2 ) 

weighted averages for each design, which would be the case if we took 

all combinations of the endpoints of the range of attribute values. 

Compounding these difficulties is the requirement for independence of 

attributes when adding across attributes in forming the weighted aver­

ages. In summary, note then that an additive weighting procedure when 

applied to situations that are not highly abstracted poses some very 

serious problems. 

Related to the additive weighting procedure is the trade-off ap­

proach. Trade-off information needed would be of this form: How much 

improvement in life-support capacity can we get if we give up a par­

ticular amount of mobility? Since we are uncertain about the perform­

ance parameters (as reflected by the range of attribute values) we may 

also be uncertain of the trade-offs that can be made. Thus, it might 

be necessary to express the trade-offs in the form of ranges. When 

this uncertainty is combined with the uncertain attribute level to which 

the trade-off is applied, and to the many possible combinations of 

trade-offs, it is clear that trade-off information must be used selec­

tively, if at all, in multiple-attribute choice problems where there 

is uncertainty in attribute values. 

ECLECTIC APPROACHES TO THE MULTIPLE-ATTRIBUTE PROBLEM 

Combinations of Approaches 

Up to this point we have considered each procedure separately. 

However, it should be obvious to the reader that some of the procedures 

are quite complementary to others. In this section, then, we shall 

consider a combination of three of the procedures: dominance, satis­

ficing, and lexicography. We shall describe this eclectic approach 

in the context of the pressure-suit decision problem. This approach 
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is, of course, only one of a large number of possible combinations, 

but seems to be both less arbitrary and more computationally feasible 

than most other combinations. 

As a first step the decisionmaker would compare the alternatives 

with his minimal attribute requirements. Let us use the same require­

ments: average mobility, average comfort, 3-hr life support capacity, 

3.7 psi pressurization, 1900 Btu/hr peak metabolic heat load, 30 km/sec 

primary flux meteroid protection, 250 Btu/hr maximum heat gain, and 5% 

total ultraviolet radiation. The application of the satisficing pro­

cedure would rule out design I (because of unsatisfactory life support) 

and design III (because of unsatisfactory mobility). To make sure 

that alternatives have not been excluded on arbitrary grounds, two 

factors should be determined: 1) can the life support capacity of de­

sign I or the mobility of design III be improved without making any 

other attribute values of these alternatives unsatisfactory, or 2) can 

the minimal requirements given above be weakened on life support or 

mobility and still be consistent with the mission (Quade, 1964). 

In making the first determination--that is, improving the excluded 

alternatives--trade-off information, if available, could be quite valu­

able. (As was noted when the trade-off procedure was initially dis­

cussed, it is most useful when dealing with design and redesign mat­

ters). Thus, for example, if we could slightly modify design III to 

reduce some of the life support equipment (but not below 3-hr capacity) 

and in the process improve mobility, then this modified design III 

would be satisfactory. In making the second type of determination-­

that is, weakening the requirements--we would ask, for example, if the 

mission could be accomplished with a suit design having only (at best) 

fair mobility. Let us suppose, to illustrate various combinations of 

the multiple-attribute procedure, that we do indeed need 3-hr life 

support and at least average mobility, and that design I and design III 

cannot be modified to yield these values. We have thus reduced the 

number of alternatives from five to three by removing designs I and III 

from further consideration. 

In the next step in the eclectic approach we apply the dominance 

procedure. As noted in the preceding section, design V is (weakly) 
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dominated by design II because, for each attribute, the maximum attri­

bute value of II is at least as good as the corresponding minimum at­

tribute value of V and in some cases the attribute values of II are 

better than the corresponding values of V. This suggests, then, that 

there is no reason for choosing design V when design II is available, 

and that we should exclude design V from further consideration. 

As the next step we now apply the lexicographic procedure, Note 

that one of our previous concerns about lexicography--that it may only 

consider a small number of attributes, maybe only one (unless the al­

ternatives have many common values on the most important attributes)-­

has been somewhat allayed by first applying satisficing and dominance. 

Because satisficing and dominance are both procedures that consider 

all n dimensions, the possible arbitrariness of considering only a 

small number of attributes using lexicography has been considerably 

lessened. Since we know that life support is still the most important 

attribute, the use of lexicography (in the strong preference sense) 

would suggest the choice of design II over design IV because the life­

support capacity of design II is ~ ~ 3 hr while the life-support 

capacity of design IV is at best 3 hr. 

The eclectic approach described in this application leads to a 

final choice of design II. It is obvious that different minimal re­

quirements and uses of strong and weak preference might have yielded 

another final choice even if the same general approach of satisficing­

dominance-lexicography were applied, Different combinations of pro­

cedures, of course, could yield quite different results, 

The eclectic procedure did not require that the attribute values 

be made numerical; in fact, it did not even require that the values 

for different attributes be made comparable. Values for one attribute 

of a particular alternative were compared only with values of the same 

attribute for other alternatives, Thus, no arbitrary scaling methods 

were necessary. The eclectic approach did require information on min­

imum attribute values, but some kinds of specifications are usually 

available jf the mission is clear enough to be seriously considered. 

In addition, we needed to know the attribute that was considered 

most important by the decisionmaker. We did not, however, have to get 



-56-

a numerical weight for the importance of each attribute to the decision­

maker. If such a reliable weighting was available, we would, of course, 

use it, but experience and introspection both suggest that meaningful 

numerical weights are very difficult to obtain. By not using a proce­

dure that combines values across attributes (such as the additive 

weighting procedure), we did not have to assume the independence of the 

attributes. 

Clearly, the approach described in this section has two virtues: 

requirine a minimum &"Tlnunt of hard-to-get information, and making rel­

atively few arbitrary assumptions. Using combinations of procedures 

seems to be more reasonable than using any of the procedures separately. 

For example, the ways in which lexicography complements satisficing and 

dominance were noted above. The combined procedure considered here 

could also be used in decision problems where the alternatives are un­

covered in a sequential fashion rather than simultaneously, as was the 

case in Table 5. By first applying satisficing, the decisionmaker 

forms a standard by which to evaluate single alternatives. The accumu­

lated satisfactory alternatives can be compared with each other by the 

dominance procedure. Only then do we require information about the 

relative importance of attributes in order to choose among the non­

dominated, satisfactory alternatives. 

Current Uses of Multiple-Attribute Methods 

Some authors have applied a combination of methods to multiple­

attribute decision problems, although they do not usually identify in­

dividual methods used. For example, Briskin (1966) uses first domi­

nance and then trade-offs in a deterministic scheduling problem, while 

Pinkel (1967) uses an especially interesting combination of procedures 

on a weapons system choice problem quite similar to the one we used 

earlier in this paper. 

Pinkel suggests particular attributes (different from ours) that 

contain time, cost, and performance factors. In a sense this is more 

general than our first example, dealing primarily with performance, but 

as we emphasized when the example was introduced, we are interested in 
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describing the techniques we surveyed, and these techniques are not 

contingent on any particular attributes. 

Given a group of attributes like those in Table 1, Pinkel attempts 

to reduce the amount of information to those factors that are truly 

significant to the decision at hand. He accomplishes this by first 

reducing the number of alternatives and the number of attributes for 

the alternatives that remain, and then applying some rules of judgment 

to arrive at a final choice. 

Let us first consider his reduction process. The first stage in­

volves removing, for any given attribute, all the values of that at­

tribute that do not differ by more than the precision of the estimate 

of them. As a procedure for attempting to deal ~ith uncertainty in 

the attribute values, this resembles the procedures discussed earlier 

in Sec. IV. Pinkel's second stage reduction involves a type of satis­

ficing procedure where any alternative that has one (or more) unsatis­

factory attribute value is eliminated. At the next stage the remaining 

attribute values of the remaining alternatives are compared and any 

dominated alternatives are removed. Hopefully, at this point a number 

of alternatives have been eliminated, and further, even for the alter­

natives that remain, a number of attribute values should have been 

suppressed. 

After this reduction process, Pinkel then applies some rules of 

judgment. Here we find a lexicographic flavor (in the recommendations 

of things to look for first), and also the implicit suggestion of 

trade-offs. It can be noted, then, that Finkel's approach is a good 

example of what we are advocating. 

Other combinations of approaches could be suggested; however, at 

this point we are particularly interested in having the reader think 

in terms of methods that would be appropriate for his own decision 

problems. Even though the approach applied to the space suit decision 

and Finkel's procedure on the weapons system decision seem quite rea­

sonable, the reader should keep in mind the characteristics of the in­

dividual methods used. Thus, we see the earlier discussion of charac­

teristics and the summary in Table IV as providing a solid basis both 

for evaluating eclectic methods proposed by others and for building 

up a new combination of methods. 
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